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Abstract— The aim of this project is to create a proof-of-concept model for an autonomy framework for robots using artificial intelligence. 
Reinforcement learning methods will be implemented by making use of models incorporating artificial neural networks. Conventionally, 
obstacle avoidance has been implemented using a procedural approach that makes use of predefined hard coded values; that are arrived 
at by means of trial and error. To eliminate the need for inaccurate and hard-to-determine fixed threshold values, we use Artificial 
Intelligence. Initially, there will be zero knowledge present, and unsupervised learning will be performed. The robot will be set to default to 
forward movement until it collides with an obstacle while maintaining a buffer of all sensor readings at all times. It then reads from the 
buffer every time a collision is made to learn the conditions at which collisions occur. The safe distance which was initialized to zero keeps 
getting incremented by the learning rate 'a'. Optimal path to avoid obstacle collision can be extrapolated by calculating the local maximum 
of the longest bitonic sub sequence in the array of distance readings taken in a sweep of the servo with the ultrasonic sensor mounted on 
top. 

Index Terms— Artificial Intelligence, Autonomous Robot, Collision avoidance, Hardware agnostic, Longest Bitonic Sub sequence, 
Perceptron, Weights    

——————————      —————————— 

1 INTRODUCTION                                                                     

he project will employ concepts from Digital Signal 
Processing, Dynamic Programming for path calculation 
and Artificial Neural Networks for Machine Learning as a 

part of Artificial Intelligence.  
 
Currently, most hardware oriented applications consist of a 
procedural approach towards implementation of autonomy. 
However, the procedural approach can only be used to im-
plement Artificial Narrow Intelligence. We aim to initiate a 
transition towards Artificial General Intelligence by expand-
ing upon the avenues to which ANI is being applied and coa-
lescing these into a step in the direction of AGI.  

2 NEED OF PROJECT 
A robot is a container for AI, sometimes mimicking the human 
form, and sometimes not; but the AI itself is in the computer 
inside the robot. AI determines the governing behavior, and 
the robot is merely its body. For example, Apple's Siri is AI, 
the woman's voice we hear is a personification of that AI, and 
there's no robot involved at all. 

 
There are many different types or forms of AI since AI is a 
broad concept, the critical categories we need to think about 
are based on an AI's caliber. There are three major AI caliber 
categories: 

 
• Artificial Narrow Intelligence (ANI) 

Sometimes referred to as Weak AI, Artificial Narrow Intelli-
gence is AI that specializes in one area. There's AI that can 
beat the world chess champion in chess, but that's the only 
thing it does. Ask it to figure out a better way to store data on 
a hard drive, and it'll look at you blankly[4]. 

• Artificial General Intelligence (AGI) 
Sometimes referred to as Strong AI, or Human-Level AI, Ar-
tificial General Intelligence refers to a computer that is as 
smart as a human across the board a machine that can perform 
any intellectual task that a human being can. Creating AGI is a 

much harder task than creating ANI, and we're yet to do it. 
Professor Linda Gottfredson describes intelligence as a very 
general mental capability that, among other things, involves 
the ability to reason, plan, solve problems, think abstractly, 
comprehend complex ideas, learn quickly, and learn from ex-
perience. AGI would be able to do all of those things as easily 
as you can[4]. 

• Artificial Superintelligence (ASI) 
Oxford philosopher and leading AI thinker Nick Bostrom de-
fines superintelligence as an intellect that is much smarter 
than the best human brains in practically every field, includ-
ing scientific creativity, general wisdom and social skills. Ar-
tificial Superintelligence ranges from a computer that's just a 
little smarter than a human to one that's trillions of times 
smarter across the board. ASI is the reason the topic of AI is 
such a spicy meatball and why the words immortality and 
extinction will both appear in these posts multiple times [4]. 

2.1 Existing System 
The existing implementations of autonomous robots consist of 
the developer team, using trial and error, determining thre-
shold values and manually tuning the behavior of the system 
as required. This is a very tedious process and is specific to the 
form factor of the container. When the container parameters 
change, the values must be tuned again. For instance, in the 
form factor of a car, if the axial length is changed, the turning 
radius changes. So a behavioral model created for one car will 
not work for a slightly different car, out-of-the-box. 

2.2 Proposed System 
The proposed system will contribute towards the idea of Artificial 
General Intelligence, as the project aims at using reinforcement 
learning methods like regression, perceptron, etc for collision de-
tection. Human intervention or hard-coded programming and val-
ues will not be necessary to guide the robot to adapt to the envi-
ronment. The implementation of the system would not be re-
stricted to just this form factor of a robot, but it aims to be imple-
mented in any hardware framework and environment, for exam-
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ple, a monster truck. Though the placement of the sensors and 
IMU would be different in the robot and the monster truck, as per 
the size of the form factor, the system will adapt to the framework 
based on the readings and data collected from the robot in a ge-
neralized form[1],[2]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3 LITERATURE SURVEY 
• Unsupervised Learning 

Unsupervised machine learning is the machine learning task 
of inferring a function to describe hidden structure from "un-
labeled" data (a classification or categorization is not included 
in the observations). Since the examples given to the learner 
are unlabeled, there is no evaluation of the accuracy of the 
structure that is output by the relevant algorithm—which is 
one way of distinguishing unsupervised learning from super-
vised learning and reinforcement learning. 
A central case of unsupervised learning is the problem of den-
sity estimation in statistics, though unsupervised learning en-
compasses many other problems (and solutions) involving 
summarizing and explaining key features of the data[4]. 

 
• Artificial Neural Networks 

Artificial Neural Networks are a computational approach 
which is based on a large collection of neural units loosely 
modeling the way the brain solves problems with large clus-
ters of biological neurons connected by axons. Each neural 
unit is connected with many others, and links can be enforcing 
or inhibitory in their effect on the activation state of connected 
neural units. Each individual neural unit may have a summa-
tion function which combines the values of all its inputs to-
gether. There may be a threshold function or limiting function 
on each connection and on the unit itself such that it must sur-
pass it before it can propagate to other neurons. These systems 
are self-learning and trained rather than explicitly pro-
grammed and excel in areas where the solution is difficult in a 
traditional computer program [5],[6],[7]. 
 
 

• Perceptron 
The perceptron algorithm; its first implementation, in custom 

hardware, was one of the first artificial neural networks to be 
produced. In machine learning, the perceptron is an algorithm 
for supervised learning of binary classifiers. It is a type of li-
near classifier, i.e. a classification algorithm that makes its 
predictions based on a linear predictor function combining a 
set of weights with the feature vector. The activation function 
of perceptron is a function like The Heaviside Step function 
(Figure 2) which returns ‘1’ if the input is positive or zero, and 
‘0’ for any negative input [8]. Detailed study on Perceptron 
and its implementation can be found in [8]. 
 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

• Longest Bitonic Sequence 
A bitonic subsequence is a subsequence that is first increasing 
up to a peak value and then decreasing from the peak value. 
For example, A=[1, 11, 2, 10, 4, 5, 2, 1] the longest bitonic se-
quence is 1, 2, 4, 5, 2, 1 of length 6. For A=[0, 8, 4, 12, 2, 10, 6, 
14, 1, 9, 5, 13, 3, 11, 7, 15] longest bitonic sequence is 0, 8, 12, 
14, 13, 11, 7 of length 7. 
Note that a bitonic sequence starting from a value reaches a 
peak value in a strict increasing order of values. Then it starts 
decreasing monotonically. So, we can easily perceive that a 
bitonic sequence consists of a increasing subsequence and a 
decreasing subsequence. So, a longest bitonic subsequence 
would be subsequence that consists of a longest increasing 
subsequence (LIS) ending at peak and a longest decreasing 
subsequence (LDS) starting at peak[3]. 

4 METHODOLOGY 
• Crash based Learning Module 

The objective of the agent is to avoid crashing without using 
hard-coded predefined values for stopping distance from the 
nearest obstacle. This is achieved by learning from initial 
crashes and tuning the synaptic weights to change in subse-
quent iterations the stopping distance.  
Initially unsupervised learning is performed by the system 
where the robot on crashing into an obstacle, backtracks to the 
previous safe state, increments the current Threshold value 
(initially set to zero) by the learning rate and dumps the new 
state of the system. Optimal path calculation is then done by 
taking a sweep of the environment using Ultrasonic sensor 
mounted on a servo motor. The readings are plotted in the 

 
Fig. 2. Heaviside Step Function 

 

 
Fig. 1. Hardware Container (Robot car) 
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form of a bell shaped curve, to find the longest bitonic subse-
quence from the array of readings. This longest bitonic array 
will shows the most promising direction or path for the robot's 
movement. This is shown in Fig. 3.  
 

• Optimal Path Calculation and Collision Avoid-
ance Module 

Prediction of crash is done by making use of a non-linear per-
ceptron, which factors in distance to the wall, to predict the 
braking distance where the motor power is cut-off. For each 
instant of distance weights to the obstacle are compared to the 
tuned threshold value. If the distance weight at an instant is 
greater than the tuned threshold, then the robot continues to 
move in a forward direction, else the robot stops and performs 
Optical Path Calculation to reroute for a collision free move-
ment. This is shown in Fig. 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5 EXPERIMENTAL RESULTS 
The hardware agent or robot is initially given a default for-
ward. When it collides with an obstacle on its path the thre-
shold values are tuned. The agent backtracks to the safe state 
once the collision has detected. Figure 5 shows the distance 
sensing at intervals with initial threshold as zero and a ran-
dom weight of 0.5. The learning rate 'a' or here 'alpha' is set to 
15. Lower the learning rate, the more accurate prediction of 
collision, but with more number of iterations.  
Optimal path calculation module performs the longest bitonic 
processing of the distance measures obtained from the ultra-
sonic sensor to detect the most promising path for the robot to 
move. 

 
 
 
 
 
 

 
The distance array readings for one sweep of the ultrasonic 
sensor are as follows: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3. Crash based Learning Module  

 

 
Fig. 4. Optimal Path Calculation and Collision Avoidance Module 

 

 
Fig. 5. Initial Threshold  

 

 
Fig. 6. Distances Sweel and Optimal Path Calculation 

 

 
Fig. 7. Graph of Ultrasonic Sweep readings 
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On crashing, the threshold is increased by the learning rate for 
the next iteration of distance sensing and collision prediction. 
This is shown in Figure 8. 

 
 
 
 
 
 
 
 
 

The threshold is tuned in this way each time a collision is de-
tected. Once the threshold is tuned to the appropriate value, 
then crash is predicted and an optimal path where the robot 
can move default forward without collision is decided. One 
such example after 3 collisions is shown in Figure 9. 

 
 
 
 
 
 
 

 
 

6 CONCLUSION AND FUTURE SCOPE 
The project gives an autonomous robot capable of making 
real-time decisions without human intervention. The project's 
fruition results in a modular framework that can be expanded 
to incorporate a multitude of form factors by abstracting the 
form factor's influence on the agent from the method of learn-
ing and adapting to itself and its environment. This is 
achieved by keeping a standard minimum sensor/actuator 
skeleton which can be scaled according to need. 
The objective of creating a system logic that can be imple-
mented to any form factor in the form of Artificial Intelligence, 
is displayed by collision avoidance by using weights that de-
termine whether the system is in a positive or negative state. 
This is achieved by using the various reinforcement learning 
methods to train the robot and make it understand the envi-
ronment. Thus, this system gives a platform for any hardware 
framework to be implemented to avoid collision. 
 
Future Scope: 

 
• The project can be used for interfacing the system in 

many other technologies and hardware frameworks. 
• Speed breakers can be crossed with adaptive speed 

and variable PWM can be given for climbing slopes at 
a constant speed. 

• The project will contribute to social aspects by being 
implemented in applications like Automated Wheel-
chair, Accident free roads, etc. 

• Self preservation in the vein of Isaac Asimov's laws of 
robotics can be implemented, for example, by letting 

the robot disobey a user command that puts the robot 
in the way of harm. 

• To incorporate image and speech processing modules 
for input.  
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Fig. 8. Threshold Tuning 

 

 
Fig. 9. Crash Prediction and Optimal Path Calculation 
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